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ABSTRACT
Since 2008, electronic examinations have been conducted at the University of Veterinary Medicine Hannover, Germany which are analyzed 
extensively in the current study. The aim is to assess the quality of examinations, the status quo of the electronic examination system and the 
implementation of recommendations regarding the conduct of exams at the TiHo. Based on the results suitable indicators for the evaluation of 
examinations and items as well as adequate quality assurance measures and item formats are to be identified. For this purpose, 294 electronic 
examinations carried out from 2008 to 2022 of the veterinary medicine course with an average of 248 participants each were evaluated with 
regard to the quality criteria reliability, difficulty index, and discrimination index. The main finding was that the number of items and the proportion 
of reused questions were identified as factors through which the quality of the examinations can be increased with simple adjustments. A higher 
number of items led to better reliability, whereby the required minimum reliability in examinations of 0.8 was reliably achieved from an item 
number of 98 questions. The proportion of reused questions should be kept low, as these had a negative influence on the characteristic values. 
Measures accompanying examinations, such as training of question authors and a pre- and post-review process, should also ensure the quality of 
examinations. For the post-review process, the distribution of examination results, reliability, item and distractor analysis are adequate indicators 
for evaluating examinations.
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INTRODUCTION
Summative examinations are used for decision-making to 
determine whether defined objectives of a learning section or 
training phase have been achieved. The students can be admit-
ted to further training stages or finally obtain a degree, which 
in the university environment is realized, among other things, 
via graded performance assessments that decide on “pass” or 
“fail”.1,2 Especially in the health care sector, such examinations 
bear a high responsibility, since they are intended to ensure, 
on the one hand, that the candidates possess the knowledge 
and skills to be able to practice their profession safely3,4 and, on 
the other hand, failure has serious consequences for the further 
training and professional career.2 Accordingly, such examina-
tions should meet high standards with regard to the three qual-
ity characteristics reliability, objectivity and validity.5–11

Reliability describes the reproducibility of test results, 
which means that, in theory, candidates should obtain the 
same results under the same circumstances when they take a 
well-designed test again.9,11,12 In the context of testing, reprodu-
cibility is considered to play an important role, as it is essential 
for the interpretation of test results, the decision on whether 
to pass, and the credibility of the results.8,13,14 As a quality cri-
terion, reliability can be measured by various methods.8,14,15 
The most frequently used method for quantifying reliability is 
the variance-analytical method developed by Cronbach16 for 
determining internal consistency, which is called Cronbach’s 
α.17 The variable α takes a value between 0 and 1, with a higher 

value describing better reliability; usually a minimum reliabil-
ity of 0.8 to 0.9 is required for summative tests,2,6,10,13,18,19 in some 
cases ranges of 0.7 and higher are also deemed as sufficient.13,17

Objectivity characterizes the independence of the results of 
the examination from the examiners and the framework condi-
tions of the examination,2 which is usually achieved in written 
examinations by the fact that there is an answer for each ques-
tion that is unanimously regarded as correct by representatives 
of the specialist subject. At the same time, this lack of leeway for 
subjective assessments and interpretations means that the exam-
ination results can be automatically evaluated by machines.12

Validity refers to the ability of a test procedure to meas-
ure exactly the construct it is designed to measure.14,20,21 In the 
example of the examination system, this term refers to the 
extent to which an examination can suitably test the defined 
objectives of a training section. Furthermore, validity is further 
differentiated14,21:

•	 Content: The test must be representative of the entire area 
of knowledge to be covered.

•	 Prognostic: Performance on this test allows conclusions to 
be drawn about the candidate’s future performance.

•	 Concurrent: The ability of the test to evaluate the exam-
inee’s current performance is assessed by comparing it to a 
previously validated test.

•	 Construct validity: The result of the test correlates with the 
knowledge and ability level of the candidates.
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In this respect, the potential of electronic examinations can 
be used to improve the quality, effectiveness, and efficacy of 
examination procedures9,22–27 and, consequently, the quality 
criteria. At the same time, in addition to the possible posi-
tive impact on quality, special requirements also arise with 
regard to the didactics, methodology, and organization of 
examinations.24

An important tool for improving the quality, effectiveness, 
and efficacy of examination procedures as well as the organiza-
tion of exams are the automation processes of electronic exam 
management platforms, including item analysis of exam ques-
tions with respect to the two parameters difficulty index and 
discrimination index. Difficulty is defined as the relative fre-
quency with which candidates choose the correct answer28 and 
is thus expressed as the percentage of candidates with correct 
answers to the exam question.2 International literature men-
tions varying optimal ranges for item difficulty, for example 
40%–80%,19 41%–94%2 as well as 30%–70%.29 Krebs2 states 
that items with a discrimination index that show a significant 
positive contribution to performance differentiation occur 
predominantly in the range of a difficulty of 42%–93% and a 
missing to negative contribution to differentiation is observed 
below 40% and above 95%, respectively. Hermi and Achour,29 
however, limit the recommendation to a narrower range of 
difficulty where the best values of discrimination index occur. 
Since the purpose of scattering the item difficulties in these 
recommended optimal ranges is to generate items with good 
performance differentiation properties it is not a mandatory 
requirement for items to fall within these defined segments. 
As most examinations in the veterinary medical curriculum 
are criterion-referenced tests it is also necessary and reason-
able to examine core knowledge and competencies, which in 
turn might lead to relatively easy items with a low discrimina-
tion index.19 Consequently, exam coordinators should strive 
for a balance of easy and difficult items. Discrimination index 
characterizes the ability of an item to distinguish between can-
didates with good performance and those with poorer per-
formance; accordingly, an item with a good discrimination 
index is answered correctly by good candidates and incorrectly 
by poorer candidates.21 The discrimination index scale ranges 
from − 1 to +1 and is divided into categories > 0.4 “Very good”, 
0.3–0.39 “Good”, 0.2–0.29 “Acceptable”, and ≤0.19 “Poor”,30 
while in more recent literature the range of 0.1–0.19 is categor-
ized as “Critical”19 or “Weak discrimination index”2 and only 
values from < 0.1 are evaluated as “Poor”.19

In 2008, the first electronic examinations (e-examinations) in 
the state examination were introduced at the University of Vet-
erinary Medicine Hannover, Foundation (TiHo) using the Q 
[kjuː] system from the external provider Codiplan GmbH, Ber-
gisch Gladbach, Germany.31 In addition to a possible improve-
ment in efficacy, the focus of the deployment was primarily on 
an increase in quality, taking into account the quality criteria 
and expansion potential of the platform through new examina-
tion and question formats.32

With the aim of further developing and optimizing the 
e-assessment as well as the measures for quality assurance 
(QA) of e-exams, a system changeover to Q-Exam Institution 
of the same provider (now known as IQuL GmbH, Bergisch 
Gladbach) was carried out in 2017, taking into account the 
recommendations of Jünger and Just,6 whereby, among other 
things, a multi-stage review process as well as blueprints for 
all individual exams were introduced to ensure the validity, 
quality, and comparability of the exams.5,6,33

The aim of this study is to record and evaluate the qual-
ity of the examinations using Classical Test Theory (CTT), 
the status quo of the electronic examination system and the 
implementation of the recommendations at the TiHo. For this 
purpose, the following hypothesis was tested: the majority of 
electronic examinations at the TiHo follow the recommended 
standards for quality characteristics.2,6,19 Based on these data, 
further development and optimization of the examination pro-
cess will be undertaken, and suitable indicators for evaluating 
examinations and items for everyday practice will be identi-
fied, whereby adjustments can be implemented through sim-
ple changes.

MATERIAL AND METHODS
The examination management platform Q-Exam Institution 
acts as the examination and question database; the software 
Q-Examiner (IQuL GmbH, Bergisch Gladbach) is used to con-
duct the electronic examinations at the TiHo.

For evaluating the Cronbach’s α, all examinations of the 
study program of veterinary medicine at the TiHo conducted 
electronically since 2008 until mid-2022 with a number of par-
ticipants of more than 100 students each were selected. A total 
of 294 data sets were evaluated in the form of raw data for sta-
tistical item analysis of 31 examinations conducted annually 
with varying question compositions from a total of 28 subject 
areas with an average of 248 participants (ranging from 101 to 
306 participants).

Furthermore, all examinations conducted between 2008 and 
mid-2022 that can be assigned to the state examination as well 
as the first and second preclinical examination were used for 
the analysis with regard to question formats and their char-
acteristic values (see Figure 1). Examinations from 28 subject 
areas with an average number of participants of 248 (ranging 
from 101 to 306) were available.

The five item formats primarily used at the TiHo, Multiple 
Choice Question (MCQ) Type A, Kprim,2 Key Feature, Picture 
diagnosis, and Picture mapping, were considered.

For a more detailed examination of the Kprim item format, 
a sample of 22 data sets of exams from five subject areas with 
a total of 332 Kprim items was selected, since Kprim items are 
established in these exams.

Finally, to investigate the number and effects of reused 
items, all electronic exams from the state exam, the first pre-
clinical examination and second preclinical examination from 
2017 to mid-2022 were examined, as the Q-Exam Institution 
system makes it easier to detect item re-use. Thus, a total of 133 
exams from the new system from 28 subject areas with an aver-
age of 252 participants (ranging from 101 to 304) and a total of 
7,837 items were the focus of this study.

Descriptive analysis was performed using the Microsoft 
Office Excel 2010 spreadsheet program (Microsoft Corpora-
tion, Redmond, WA, USA) and advanced statistics were per-
formed using SAS software, version 9.4 and the SAS Enterprise 
Guide 7.1 (SAS Institute Inc., Cary, NC, USA).

For further analysis of test reliabilities using SAS software, 
Cronbach’s α values were checked for normal distribution. 
Here, the significance level for all tests was 5%, meaning that 
a p value < .05 was interpreted as a significant result. The 
Shapiro–Wilk test for normal distribution was p = .147, so the 
null hypothesis must be accepted here, that is, the data were 
normally distributed. Based on this, a two-sample t-test was 
performed, with the classification variable time of testing 
(before or after system conversion) and the analysis variable 
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reliability. To analyze the differences in mean discrimina-
tion index of the item formats, a Kruskal–Wallis test as well 
as Dwass–Steel–Critchlow–Fligner test was performed. 
Regarding the influence of the number of items in examina-
tions and the discrimination index on items, Spearman’s rank 
correlation was calculated. Furthermore, to assess the changes 
of item difficulty and item discrimination when reusing items, 
a paired statistical analysis comparing first use and further 
uses of an item was conducted through a Wilcoxon’s signed 
rank test.

The study was approved in advance by the Data Protection 
Officer of the TiHo. All data used and collected were analyzed 
and processed anonymously.

RESULTS

Establishing the Exam Processes for Electronic 
Examinations
The basis for the implementation of quality assurance meas-
ures, or “QA measures” for short, such as the integration of 

Figure 1: Data compilation and preparation for the evaluation of item formats and their characteristic values.

Table 1: Characteristics and scoring scheme of the five item formats used at the TiHo.

Question 
format Description Evaluation Comment

MCQ Type A A single-choice, best-answer format 
consisting of one correct answer (attractor) 
and two to four incorrect options (distractors)

One point for selecting an attractor. No 
points for selecting a distractor

Variable number of choice options, 
categorized by their number as 
follows: “MCQ Type A3”, “MCQ 
Type A4“, and ”MCQ Type A5"

Kprim A true-false selection procedure where 
“correct” or “incorrect” must be selected 
for each of four answer options

Four correct matches: one point.
Three correct matches: half a point.
Fewer than three correct matches: no points

Kprim is mainly used in German-
speaking countries

Key feature A group of three items that build on each 
other in terms of content or topic. The order 
is predetermined and after initial processing 
the selected choice option cannot be changed.

One point per correctly answered 
subquestion

Picture 
diagnosis

A marker is placed on an image One point if the marker is in the predefined 
area

Picture 
mapping

Predefined terms are assigned to given pixels One point if the assignment of the terms is 
completely correct. Half a point if at least 
50% of the terms are correctly assigned
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blueprints and a multi-stage review process, took place with 
the system changeover to Q-Exam Institution in 2017. The 
examination process of electronic exams is divided into three 
phases: (a) conception and pre-review, (b) execution, and (c) 
post-review and manipulation, see Figure 2. Accompanying 
this, a training concept for item authors was developed that 
addresses pre- and post-review measures. Workshops and 
training materials cover topics such as working in the exam 
management platform, question formats and requirements, 
clueing issues, content review, and post-review including item 
and distractor analysis.

Initially, a blueprint is created for each exam, in which rules 
are set that define the exact number of items from each topic 
of the subjects. Such blueprints are created by the responsible 
institutes or clinics and are binding for the compilation of the 
examination by the exam coordinator from the items previ-
ously positively evaluated in the review process.

After the exam has been performed, the system automatic-
ally evaluates the results so that the preliminary test results 
and statistical parameters for the tests and items are avail-
able at the same time. In addition to the calculation of the 
characteristic values, a distribution analysis of the response 
behavior is created for the individual items, which outputs 
the results of the entire examination group as well as those 
of the top 20% and bottom 20% of the cohorts. These char-
acteristic values are carefully checked by the exam coordin-
ator, among other things the exam is examined with regard 
to reliability using Cronbach’s α as well as items with con-
spicuous characteristic values, which are eliminated if neces-
sary. This is followed by the initial release of the results 
with the possibility for the students to submit comments on 
individual items for a limited period of time, which are then 
answered by the respective authors with a statement within a 
certain timeframe. After expiration of the deadline, the exam 
coordinator carries out the post-review, which evaluates the 
commented items and, if necessary, manipulates the examina-
tion by removing ineffective items from the scores, whereby 
the results are recalculated. Afterwards, the exam results are 
finally released.

The results of the evaluation of exams and items are pre-
sented below.

Influence of Item Count
In Figure 3, trend analysis is used to show the average Cron-
bach’s α values of all electronic exams from 2008 to 2022 
depending on the respective number of items. Exams that 
include a higher number of items achieve a higher Cron-
bach’s α. The trend analysis shows that the recommended 
α of .8 can be reliably reached and surpassed with 98 items 
per exam.

Evaluation of Key Figures
The comparative analysis of all examinations in the old Q [kjuː] 
examination system and all exams in the new Q-Exam Institu-
tion examination system is shown in Figure 4. Here, the reli-
ability of all individual examinations (N = 294) before and after 
implementation of the QA measures is presented using the 
Cronbach’s α value. The mean Cronbach’s α values are .7457 
for the exams from 2008 to 2016 of the “Before Implementa-
tion” section (n = 161) and .7487 for the exams from 2017 to 2022 
of the “After Implementation” section (n = 133). When analyz-
ing whether the system change led to a change in exam reli-
ability, no significant difference was found between the exams 

from the old system Q [kjuː] and the new system Q-Exam Insti-
tution, the p value is .5533.

Item Formats
The average difficulty of all items studied (N = 12,405) was 
determined separately by item format. Picture mapping items 
(n = 33) were on average the easiest with a difficulty of 82.52, 
followed by MCQ Type A4 (n = 3,324) with 78.78, Key Feature 
(n = 391) with 75.80, MCQ Type A3 (n = 5,521) with 74.66, MCQ 
Type A5 (n = 2,338) with 73.38, and Picture diagnosis questions 
(n = 59) with a difficulty of 69.43, while Kprim items (n = 1,039) 
were the most difficult with an average of 64.80. The overall 
value for all MCQ Type A items (n = 10,883) was 75.64 and was 
ranked between Key Feature and Picture diagnosis.

Figure 5 shows the percentage of all items of the corres-
ponding question formats in the respective categories of the 
characteristic value “difficulty.”

With regard to the discrimination index, the average was 
also determined separately according to item formats for 
all items examined (N = 12,405). The MCQ Type A5 format 
(n = 2,338) separated best with a mean discrimination index of 
0.287, followed by Picture mapping (n = 33) with 0.246, MCQ 
Type A4 (n = 3,324) with 0.243, and MCQ Type A3 (n = 5,221) 
with 0.229 as well as Kprim (n = 1,039) with 0.220. Picture diag-
nosis questions (n = 59) had a discrimination index of 0.208, 
whereas key feature items (n = 391) discriminated worst with 
a mean discrimination index of 0.180. The overall value for all 
MCQ Type A items (n = 10,883) was 0.246 and corresponded to 
the Picture mapping format.

Regarding further statistical analysis of the differences of 
discriminatory properties of the item formats the Kruskal–
Wallis test proves that there are significant differences in dis-
crimination indexes of the formats (p < .0001). Subsequently 
assessing the differences between the individual formats illus-
trate that not all formats differ significantly. All statistically 
significant differences are shown in Table 2. To summarize the 
findings, it can be noted, that MCQ Type A items generally dis-
criminate better than Kprim and Key Feature while the MCQ 
Type A5 format discriminates better than Picture diagnosis. 
Furthermore, Kprim has a significantly better discrimination 
index than Key Feature. There are no statistically verifiable 
differences between the Picture mapping format and other 
formats.

For a more detailed examination of the distribution of the 
discrimination index, Figure 6 shows the percentage of all 
items of the corresponding item formats in the respective cat-
egories of the characteristic value.

To better evaluate the discrimination distributions and their 
differences, a correlation analysis of the number of items in 
examinations and the discrimination index of assigned items 
(n = 18,142) was performed. The calculation shows a slightly 
positive (rs = 0.0282) and significant (p = .0001) correlation 
between number of items in an exam and item discrimination.

With the introduction of the new examination management 
system, the Kprim question format was available for usage 
in electronic examinations. Table 2 shows the distribution of 
correct and incorrect answer options for the Kprim tasks con-
sidered (N = 332), plus their respective percentages and average 
item scores.

Figure 7 depicts the distribution of characteristic values 
in the categories “difficulty” (Panel A) and “discrimination 
index” (Panel B) of the Kprim items with the respective num-
ber of answer options classified as “correct” (R).
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Figure 2: Examination process of electronic examinations via the examination management platform Q-Exam Institution at the University of Veterinary 
Medicine Hannover, Foundation.
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Figure 4: Distribution of the Cronbach’s α values of all electronic examinations at the University of Veterinary Medicine Hannover, Foundation from 
2008 to 2022, divided into the sections before implementing the QA measures in the period 2008–2016 (blue, n = 161) and after implementing the QA 
measures in the period 2017–2022 (orange, n = 133), N = 294.

Figure 3: Trend analysis of the average Cronbach’s α values of the electronic exams at the University of Veterinary Medicine Hannover, Foundation 
from 2008 to 2022 depending on the number of items used in the respective exams; N = 294.
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Reused Items
From the pool of 7,837 items, 2,307 reused questions were iden-
tified, corresponding to a relative proportion of 29.44% of all 
items examined.

One focus of the evaluation was on the time interval 
between each use of the items in exams, looking at the relative 
proportion of reused questions with the respective time inter-
val in years. The range was 12 years; the average time between 
first use of an item and further use in a subsequent exam was 
about 2 years (mean = 2.09 years). In addition to the distribu-
tion of reused questions in terms of the time interval between 
their following use in an exam, the effects of re-selecting an 
old question were evaluated separately by interval in years. 
On average, items became easier when used again, with an 
increase in difficulty of 9.69, whereas the discrimination index 
decreased marginally with an average change of − 0.011. Paired 
statistical analysis of first and next usage of an item shows that 
the recorded changes of difficulty (p < .0001) and discrimina-
tion index (p = .0252) are statistically significant. The values for 
the change in item difficulty depending on the time interval 
in years to the next usage fluctuated in a range from –3.27 to 
35.46 and showed no trend in the development. The changes 
in item discrimination as a function of time interval in years 
to next usage ranged from –0.08 to 0.09 and also showed no 
discernible trend.

Figure 8 presents the relationship between the proportion of 
reused items in individual exams and calculated overall diffi-
culty for a sample of 22 exams for five exam subjects in the time 
period 2017 to mid-2022. As the proportion of reused questions 
increased, an exam became easier.

Moreover, the distributions of the reused items to the five 
question formats were examined with regard to the total 

Figure 5: Relative number of items in the categories of the item characteristic “difficulty”: “very difficult” (p < .2, black), “difficult” (p = .2–.39, orange), 
“moderate” (p = .4–.79, dark blue), “easy” (p = .8–.94, blue), and “very easy” (p ≥ .95, gray), separated by item format. The numbers following the term 
“MCQ Type A” represent the available number of choice options of these MCQ items, with “MCQ Type A” being an overview of all MCQ items re-
gardless of the number of choice options; N = 12,405.

Table 2: Significant differences in discrimination index of individual 
item formats using the Dwass–Steel–Critchlow–Fligner method; 
N = 12,405.

Format comparison
Difference of 
discrimination indexes p-value

MCQ Type A3 – MCQ Type A4 −0.014 <.0001

MCQ Type A3 – MCQ Type A5 −0.058 <.0001

MCQ Type A3 – key feature 0.049 <.0001

MCQ Type A4 – MCQ Type A5 −0.044 <.0001

MCQ Type A4 − Kprim 0.023 <.0001

MCQ Type A4 – key feature 0.063 <.0001

MCQ Type A5 – Kprim 0.067 <.0001

MCQ Type A5 – key feature 0.107 <.0001

MCQ Type A5 – picture diagnosis 0.079 .0016

Kprim – key feature 0.040 <.0001
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number of the reused questions and to all examined items of 
the respective item types, whereupon no assignment of a for-
mat was possible for 103 items, of which 84 were identified 
as reused questions. Thus, the number of examined items was 
reduced to 7,734 and the number of reused questions to 2,223 
items.

The largest proportion of reused items examined (n = 2,223) 
consisted of MCQ Type A tasks at 82.95%, followed by Kprim 
at 13.68%, Key Feature at 2.70%, Picture diagnosis at 0.45%, 
and Picture mapping at 0.22%. In relation to all examined 

items (n = 7,734) of the respective item formats, 28.78% of all 
MCQ Type A items (n = 6,408) were reused as well as 29.34% 
of the Kprim questions (n = 1,036), 27.91% of the Key Feature 
format (n = 215), 22.73% of the Picture diagnosis items (n = 44), 
and 16.13% of the Picture mapping tasks (n = 31).

DISCUSSION

Establishing the Examination Processes for Electronic 
Examinations
The study was intended to be the first comprehensive review 
of the quality characteristics as well as the achievement of 
the standards and implementation of the recommendations 
of Jünger and Just6 with particular reference to the change-
over to the new examination management system. With the 
system changeover, quality assurance processes were imple-
mented, including the integration of blueprints, training for 
question authors, and a formal as well as content-related 
pre- and post-review, which were already identified in the 
literature as the most important measures for ensuring and 
improving examination quality.6,15,34 Blueprints ensure that 
the examination content is consistent with the curriculum,35 
which is considered one of the main aspects of validity.8 The 
focus, however, is on the optimization of the items, since these 
essentially determine the quality of the examinations in gen-
eral.2 Studies could already prove that suitable training con-
cepts for item authors as well as the structured, multi-stage 

Figure 6: Relative number of items in the categories of item discrimination “negative to no discrimination” (r < 0, black), “low discrimination” (r = 0–0.19, 
gray), “adequate discrimination” (r = 0.2–0.29, blue), and “very good discrimination” (r ≥ 0.3, dark blue), separated by item format. The numbers following 
the term “MCQ Type A” represent the available number of choice options of these MCQ items, with “MCQ Type A” being an overview of all MCQ 
items regardless of the number of choice options; N = 12,405.

Table 3: Relative proportion of Kprim items with corresponding 
number of correct answer options among all Kprim items as well as 
their average characteristic values of “difficulty” and “discrimination 
index”, N = 332.

Number of right 
answers

Proportion of 
all Kprim items

Mean 
difficulty

Mean discrimination 
index

0 0.60% 81.69 0.32

1 4.52% 46.75 0.22

2 51.51% 61.74 0.20

3 34.64% 59.70 0.16

4 8.73% 54.47 0.17
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review process not only increase the efficiency of item design36 
but also have a significant positive impact on item quality 
and reliability,2,15,36–38 which underlines the relevance of these 
measures. At the TiHo, the aforementioned quality assurance 
measures were successfully established and firmly integrated 

into the examination process, which at the same time created 
a continuous exchange between all those involved in assess-
ment procedures. Additionally, the range of training courses 
and materials for self-study is continuously being improved 
and expanded.

Figure 7: Panel A: Relative number of Kprim items in the categories of the item characteristic “difficulty”: “very difficult” (p < .2, black), “difficult” 
(p = .2–.39, orange), “moderate” (p = .4–.79, dark blue), “easy” (p = .8–.94, blue), and “very easy” (p ≥ .95, gray). Panel B: Relative number of Kprim items 
in the categories of the item characteristic “discrimination index”: “negative to no discrimination” (r < 0, black), “low discrimination” (r = 0–0.19, gray), 
“adequate discrimination” (r = .2–.29, blue), and “very good discrimination” (r ≥ 0.3, dark blue); N = 332.
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Influence of Item Count
Reliability is generally regarded as an important quality criter-
ion for the assessment of written exams, and even tends to be 
the most important one, since, in contrast to the other two qual-
ity criteria of objectivity and validity, it can be measured best 
and thus be used as a quantifiable characteristic for evaluating 
and comparing tests.19 In the literature, item quality and item 
number,2,6,13,15,17,19 are commonly considered to be factors influ-
encing reliability. The quality of the items is ensured by the 
training concepts and review processes already discussed, but 
cannot be statistically recorded and assessed before the items 
are used for the first time, making it difficult to use item qual-
ity in practice to improve reliability before the examination is 
carried out. As an alternative, there is the possibility to elimin-
ate items in the post-review process afterwards. The effect of 
individual items on the reliability can be calculated by analyz-
ing the Cronbach’s α while excluding the chosen item. Thus, 
items with a negative effect on reliability can be identified and 
removed from scoring in order to improve overall reliability 
of the exam in retrospect. However, the focus for achieving 
the necessary threshold value for Cronbach’s α of .8 before the 
examination is performed is on the use of an adequate num-
ber of items in the exams. In this regard, Jünger and Just6 state 
a minimum number of 40 high-quality questions, whereas 
Kibble15 recommends 50 − 60 items for items with an average 
good discrimination index (r ≥ 0.3) and 100 items for an average 
adequate discrimination index (r = 0.2), while Krebs2 considers 
up to 300 questions necessary for extensive subjects, such as 
clinical medicine. The results of this study support these state-
ments, as the minimum reliability of 0.8 in the TiHo exam-
inations was only safely reached from a number of 98 items 
and shows the positive correlation of number of items and 
the Cronbach’s α value. It is therefore recommended to con-
stantly monitor the test reliability of all exams by calculating 

and evaluating the Cronbach’s α and, if necessary, to adjust the 
number of items in case of inadequate values.

Evaluation of Key Figures
The evaluation of the examination reliability on the basis of 
Cronbach’s α makes it clear that the implementation of the 
quality assurance measures with the system change at the TiHo 
has only led to a non-significant improvement in the reliability.

A possible influencing factor for this result is the fact that 
a large proportion of the authors of questions had already 
developed items for examinations prior to the system change 
and had participated in internal training courses for authors 
beforehand, thus gaining experience in creating good items, 
so that the new training concepts and the pre-review did not 
have such a significant effect on examination and item quality 
as could be determined in other studies.15,36–38

Item Formats
Taking into consideration the mean characteristic values as 
well as characteristic value distributions, the MCQ Type A5 
format was qualitatively better than multiple choice items 
with three or four choice options, which is contrary to the gen-
eral consensus in the literature that three choice options are 
the optimal number.2,7,39–42 Regarding this, however, it must 
be borne in mind that all MCQ Type A5 items come from 
examinations with a very high number of items, so they are 
examinations with a correspondingly high Cronbach’s α due 
to the positive correlation between item number and reliability 
discussed earlier, which means that the discrimination index 
is generally higher for such items both for the correlation 
between items36 and for the correlation between reliability and 
discrimination index.43 This characteristic was proven through 
statistical analysis in that the discrimination index of items 
from exams with a high number of questions tends to be bet-
ter. Due to the fact that MCQ Type A3 and MCQ Type A4 are 

Figure 8: Examination difficulty of the individual exams depending on the relative proportion of reused items in the respective exam with trend line; 
N = 22.
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also increasingly being used in exams with a low item count, 
this result must be considered critical.

Regarding the Kprim format, it has been found in the litera-
ture that Kprim items with half-point scoring, as practiced at the 
TiHo, have better values regarding the psychometric parameters 
difficulty and discrimination index than MCQ Type A tasks.44 
These observations cannot be confirmed in the present study, 
since Kprim represents the most difficult of all investigated for-
mats and shows a worse discrimination index in comparison 
than MCQ Type A formats and Picture mapping. Especially 
regarding the correlation between difficulty and discrimination 
index, this is considered an unexpected result, since items with 
an intermediate difficulty index are supposed to have the best 
discrimination index values,2,45–47 with optimal ranges between 
40%–60%29,46 and 40%–74%45 being reported, and deviations to 
a lower or higher difficulty index are supposed to result in a 
significantly lower discrimination index. Since the Kprim tasks 
with an average difficulty of 64.80% were significantly closer to 
a moderate difficulty than, for example, the MCQ Type A items 
with 73.38%–78.78% and, with respect to the distribution analy-
sis, had the largest proportion of items within a moderate diffi-
culty (p = 40%–79%) with 55.82%, it would be expected in theory 
that the Kprim format would show a better discrimination index 
than the other formats, but this is not the case in the evaluation. 
A possible influencing factor is the lack of heterogeneity in the 
number of correct answers of the items, since over 86% of all 
Kprim tasks were designed with either two or three correct choice 
options, so presumably students who might be aware of this fact 
may have an increased guessing probability, which in turn has 
a negative impact on the psychometric parameters. Another fac-
tor is that the formulation of good Kprim tasks and choices is 
sometimes very difficult, which in turn affects the characteristic 
values.2,7 Regardless of this, the exact background of this result 
cannot be evaluated on the basis of the study. Furthermore, the 
Picture mapping format stands out as an adequate item format 
due to the discrimination index analysis, but the sample for this 
task format was comparatively small with 33 questions.

In contrast, the format Key Feature has to be considered 
more closely. Although the difficulty distribution is compar-
able to MCQ Type A3 and MCQ Type A4, Key Feature had 
the worst discrimination index distribution among all item for-
mats with a mean discrimination index of 0.18, this being in 
an unacceptable range. Currently, there is no literature on the 
metrological evaluation of Key Feature items as they are used 
at the TiHo, which means that no statement can be made at 
this stage as to whether this is a general issue with the question 
format or whether internal university factors have the greatest 
influence on the quality of this format.

In summary, the MCQ Type A format at the TiHo turns 
out to be the best format in terms of measurement in accord-
ance with the literature15,48 and should therefore continue to be 
used primarily in examinations. The Picture mapping format 
also stands out with a good discrimination index and should 
therefore be used more frequently in the future, but should be 
closely monitored due to the small size of the sample. Con-
trary to expectations, Kprim and key feature items stand out 
as poorer item formats in relation to the others, which is why 
these formats should be examined more closely in the review 
process in the future.

Reused Items
The constant conception of high-quality items for the annual 
examinations is a time-consuming and labor-intensive task 

for the authors of questions.49 In this context, the creation of a 
question database using an electronic exam management plat-
form can be used to build an item pool of tasks with adequate 
psychometric parameters that can be reused in later exam 
cycles. However, the reuse of questions bears the risk that 
students will collect and pass on items to subsequent exam 
cohorts50–52 that can be incorporated into the learning process. 
It stands to reason that knowledge of items can have an impact 
on quality, which is why this study was used to examine the 
effects on question characteristics of the difficulty and dis-
crimination indexes. Thereby, it could be determined that the 
reuse of items partly showed a strong influence on the difficulty 
and the questions became easier with an increase of 9.69% on 
average, but the discrimination index in turn decreased only 
minimally. This result is reflected in other studies, which also 
found a clear change in the difficulty index and only marginal 
deviations in the discrimination index.49–51,53 In one previous 
study even a positive effect on the discrimination index was 
observed.54

Moreover, trends or correlations could be derived within 
the framework of these aforementioned studies, since the 
changes in the characteristic values were only significant from 
the second reuse of the items50,53 and could only be detected 
marginally from a time interval of 5 years.50,51 Such statements 
cannot be supported with this present study, since these 
developments were not detectable.

Most importantly, the observed effect on item difficulty 
must be considered when compiling exam questions because, 
as can be seen in Figure 8, the percentage of students who 
were able to choose the correct answers increases as the pro-
portion of reused items increases, so the exams become easier 
overall. As a consequence, examinees’ performance might be 
falsely overestimated, which should be avoided especially 
in career-determining state exams. One possible solution to 
avoid overestimation of examinee performance is to apply a 
criterion-referenced standard setting for written examina-
tions, such as the three-level Angoff method,55 in order to set 
an appropriate passing cut score for each specific examination. 
For universities that have already introduced a fixed cut score 
and anchored it in the examination regulations, this could pot-
entially prove difficult to implement.

Reusing items is reasonable and can provide many benefits, 
one of them being the reuse of items with good characteris-
tic values, which is why the reused questions should have as 
good characteristic values as possible.49 On the other hand, the 
results of this study and those of other evaluations show that 
the proportion of reused items in examinations should be kept 
low56 at around 20% of all items—because these items might 
be recognized by examinees. It is recommended that reused 
questions should only be used once again in an examination50,53 
and that the time interval to the last use should be at least 
3–5 years.50,51

With regard to the proportions of reused questions in the 
item formats of all items examined, it turns out that with the 
relatively most frequently occurring formats MCQ Type A, 
Kprim and Key Feature there is no tendency to increased reuse 
of one of these formats.

Limitations and Implications of the Study
The most common test theory models to interpret examina-
tion data are classical test theory (CTT) and item response 
theory (IRT). CTT, which was used in this study, has some 
drawbacks, the most important one being dependent on the 
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examinee sample and item sample.57–59 However, there are also 
several aspects rendering the more mathematically complex 
IRT models impracticable or even not realistically feasible for 
smaller institutions. Firstly, IRT models are reliant on accurate 
estimates of item parameters and model fit, which can be costly 
and difficult to realize.60 In order to calculate these estimates a 
minimum of at least 500 examinees is needed, whereas a min-
imum of 200 candidates is sufficient for CTT models.58 Taking 
the TiHo as an example with an average of 248 examinees, the 
number of participants of each exam are simply not adequate 
to calibrate item parameter estimates with IRT models, espe-
cially for smaller veterinary medicine faculties. Furthermore, 
since IRT models are more complex and demanding58 trained 
personnel is needed for application of IRT models, which 
might not be available for smaller institutions. In contrast, CTT 
is easily understandable, and the user does not require much 
mathematical knowledge.58,59 By carefully studying item statis-
tics, CTT is easy to use58 for exam coordinators after an intro-
ductory training. For most medical education settings with 
locally used assessments, CTT is considered to be an adequate 
method.59 In conclusion it is recommended for smaller faculties 
to implement CTT as the preferred method of analyzing writ-
ten examinations.

While this study was conducted based on an examination 
process that is specific to the TiHo, this process, which has 
already been established for years, and the measures for evalu-
ating the exams can serve as an example on the basis of which 
ideas for implementing or improving one’s examinations pro-
cess can be derived. One measure that is generally applicable 
and easy to implement are offers to support those involved 
in the process. This includes consultations, tutorials, regular 
training sessions and workshops for question authors, content 
reviewers and exam coordinators, for whom different topics 
are of interest.

At the TiHo, question authors and content reviewers are 
trained primarily in the use of the exam management platform 
and on formal and content requirements for exam questions. 
Such criteria for items include relevance of the items to the 
intended learning objectives, alignment of difficulty with the 
competence of a newly starting professional, grammar and 
comprehensibility of items, answerability without seeing the 
answers, homogeneity of answer options in terms of topic area, 
length and detail, plausibility of distractors, and assessment of 
taxonomy level. In addition, authors and reviewers are trained 
to recognize solution clues in items (e.g., grammatical cues, 
logical cues, absolute terms or convergence strategy61). These 
requirements are based on the recommendations for creating 
exam items for written assessments from international litera-
ture, such as the publication by Case and Swanson.61

Furthermore, exam coordinators are advised on the creation 
of blueprints as well as on the selection of appropriate item 
formats for the exam and their ratio. Aspects such as distribu-
tion of taxonomy levels of items, assessment of item difficulty, 
reuse of items, adequate ratio of easy and difficult items in 
exams, and selection of an appropriate number of items for the 
subject are also discussed. In addition, it is considered import-
ant to provide exam coordinators with tools for an effective 
post-review of exams and items. For this purpose, workshops 
on exam, item and distractor analysis are offered, including the 
quality criteria that were evaluated in this study.

Generally speaking, the examination process, the exams 
and their quality should be constantly monitored in order to 
identify opportunities for improvement, increased efficiency 

and further development. Support and exchange offers should 
be implemented for all staff responsible for the exams in order 
to increase the competence of those involved and to promote 
an open discourse.

CONCLUSIONS
The results of this study show and underline the relevance of 
measures accompanying examinations, such as pre- and post-
review processes, in order to implement electronic examina-
tions at a consistently high level. Based on the results, the first 
step was to increase the number of items in examinations that 
consistently failed to achieve a Cronbach’s α value > .8, in con-
sultation with those responsible for the examinations, and to 
adapt the examination regulations accordingly. Attention was 
also paid to the reused items and their proportion in the exam-
ination composition.

Furthermore, the distribution of the examination results, 
reliability, item analysis statistics including the parameters 
difficulty index and discrimination index as well as distractor 
analysis were identified as suitable indicators for the evalua-
tion of the examinations and items for everyday practice, com-
municated with the persons responsible for the examinations, 
and stored in a checklist for the post-review process.

Based on the results of the study, recommendations were 
thus developed for examination coordinators and lecturers 
for their own internal quality assurance, and indicators were 
identified that will be considered and evaluated on an ongoing 
basis in order to be able to continuously ensure and improve 
the quality of examinations.
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